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ABSTRACT

The problem of constructing a set of uniformly distributed points on the surface of a sphere, also known as the Thomson problem, has a long and interesting history, which dates back to J.J. Thomson in 1904. A particular variant of the Thomson problem that is of great importance to biomedical imaging is that of generating nearly uniform distribution of points on the sphere via a deterministic scheme. Although the point set generated through the minimization of electrostatic potential is the gold standard, minimizing the electrostatic potential of one thousand points (or charges) or more remains a formidable task. Therefore, a deterministic scheme capable of generating efficiently and accurately a set of uniformly distributed points on the sphere has an important role to play in many scientific and engineering applications, not the least of which is to serve as an initial solution (with random perturbation) for the electrostatic repulsion scheme. In this work, we will present an analytically exact spiral scheme for generating a highly uniform distribution of points on the unit sphere.
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1. Introduction

The problem of constructing a set of uniformly distributed points on the surface of a sphere has a long and interesting history, which dates back to J.J. Thomson in 1904 [13] and also [5]. A particular variant of the Thomson problem that is of great importance to biomedical imaging is that of generating a nearly uniform distribution of points on the sphere via a deterministic scheme. Although the point set generated through the minimization of electrostatic potential based on Coulomb’s law is the gold standard, minimizing the electrostatic potential of one thousand points (or charges) or more remains a formidable task. Therefore, a deterministic scheme capable of generating efficiently and accurately a set of uniformly distributed points on the sphere has an important role to play in many scientific and engineering applications such as 3D projection reconstruction of Computed Tomography (CT) or Magnetic Resonance (MR) images [10,1], analysis of the distribution of stars [3] and material science [14], not the least of which is to serve as an initial solution (with random perturbation) for the nonlinear minimization of its electrostatic potential energy or the iterative scheme of Centroidal Voronoi Tessellation on the sphere [4]. Many deterministic schemes have been proposed and most notable of which are the spiral, the equal solid angle and the quasi Monte-Carlo-based schemes, e.g., [1,3,11,12,16].

In this work, we will present an analytically exact spiral scheme for generating a highly uniform set of points on the unit sphere. This analytically exact spiral scheme is intuitive and geometrically motivated and its geometric flavor is similar to those of [12] and [3]. By analytically exact, we mean that our formulation and implementation of the spiral scheme do not depend on asymptotic approximations such as that of Bauer and on arbitrary parameters that need some experimentation, which was the case with the spiral scheme of [11,12].

2. Methods

Between the spiral schemes of [11] and [3], Bauer’s formulation of his spiral scheme is simpler and more direct, and therefore, we will adopt his formulation in presenting our analytically exact spiral scheme. Fig. 1 shows a surface element and a line element on the unit sphere in spherical coordinates. The line element, ds, can be expressed as

\[ ds^2 = \sin^2(\theta) d\phi^2 + d\theta^2, \]

\[ ds = \sqrt{1 + \sin^2(\theta) \left( \frac{d\phi}{d\theta} \right)^2} d\theta. \]

The first step in constructing a spiral scheme is to set the slope of the spiral curve, given by \( \frac{d\phi}{d\theta} \), to some constant, \( m \). This step...
leads to the following equation between $\theta$ and $\phi$:

$$\phi = m\theta. \quad (3)$$

By substituting Eq. (3) into Eq. (2) and integrating Eq. (2) from 0 to $\Theta$, with $0 \leq \theta \leq \pi$, it is clear that the length of a segment of the spiral curve, denoted by $S(\theta)$, can be described precisely by the elliptic integral of the second kind as shown below:

$$S(\theta) = \left\{ \begin{array}{ll}
2E(-m^2) - E(\pi - \theta)| - m^2) : & \pi/2 < \theta \leq \pi \\
E(\theta)| - m^2) : & 0 \leq \theta \leq \pi/2 
\end{array} \right. \quad (4)$$

Please note that our definition of the elliptic integral of the second kind is given by the following expression, which is consistent with our previous work in [9]:

$$E(\phi|m) = \int_0^\phi \sqrt{1 - m \sin^2(\theta)} \, d\theta, \quad 0 \leq \phi \leq \pi/2$$

$$E(m) = \int_0^{\pi/2} \sqrt{1 - m \sin^2(\theta)} \, d\theta. \quad (6)$$

Note also that $E(m)$ is known as the complete elliptic integral of the second kind. Thus, the total length of the spiral curve is given by $2E(-m^2)$, i.e., $S(\pi) = 2E(-m^2)$. A well-known and interesting property noted and used by Bauer in his spiral scheme was that $S(\pi)$ asymptotically approaches $2m$, denoted as $S(\pi) \sim 2m$, because $E(-m^2) \sim m$ for large $m$.

The second step is to divide the spiral curve into $n$ segments of equal length, which is $S(\pi)/n$, and then collect the center point of each segment along the spiral curve as an element of the desired point set. To ensure that the spacing between adjacent turns of the spiral curve is not too close or too wide, we will keep the spacing between adjacent turns of the spiral curve to be equal to the length of a segment. This construction can be viewed from the point of view of keeping the area enclosed by a segment and the spacing between adjacent turns of the spiral curve to be nearly equal for every segment. Due to this simple relationship, $\phi = m\theta$, the spacing turns out to be $2\pi/m$ because as the spiral makes a complete turn, $\phi$ completes a cycle, which is $2\pi$. Therefore, we have the criterion:

$$2\pi/m = S(\pi)/n \quad (7)$$

or

$$m = 2n \pi/S(\pi), \quad (8)$$

$$m = n \pi/2E(-m^2). \quad (9)$$

It is interesting to note that Eq. (9) is a fixed point formula for $m$ and can be solved directly, see for example another example of fixed point formula in MR analysis of signals [7]. Specifically, let us define $g(m) = n\pi/2E(-m^2)$ and iterate the function $g$ on itself such that $|g^i(m_0) - m_{i-1}| \leq \epsilon$ for some nonnegative integer $i$ and a small fixed positive number $\epsilon$, e.g., $\epsilon = 1.0 \times 10^{-8}$. Note that $g^i$ denotes composition of the function, $g$, $i$ number of times, i.e., $g^i(m_0) = g \circ g \circ \cdots \circ g(g(m_0))$. Any iterative scheme requires good starting values. Here, we use the asymptotic form of the solution which is $m \sim \sqrt{\pi} \epsilon$ because $E(-m^2)$ is asymptotically equal to $m$ for large $m$. The iteration based on Eq. (9) is highly inefficient and converges very slowly when $m$ is large. This inefficiency can be gleaned from the first order derivative of Eq. (9) with respect to $m$. Specifically, although the absolute value of the derivative is less than unity, which implies convergence, it approaches unity in the limit when $m$ approaches infinity. For completeness, we have included in Appendix A a highly efficient iterative approach based on Newton’s method. For example, when $n = 500$ the fixed point method and Newton’s method took 4884 and 4 iterations, respectively, at the $\epsilon$ level of $1.0 \times 10^{-8}$ and with the initial solution of $m = \sqrt{\pi}$. It is a significant gain in performance with at least three order of magnitude! Further examples are shown in Fig. 2.

Finally, the last step is to find the midpoint of each segment once we have the value of $m$. Based on the criterion stated above, we know that the length of each segment is exactly $2\pi/m$. Therefore, the point, $\Theta_j$, at the end of the first spiral segment should satisfy the following equation:

$$S(\theta_j) = 2\pi/m. \quad (10)$$

Similarly, we can find the midpoint of each segment but we will have to solve for $\Theta_j$ in the following equation:

$$S(\theta_j) = (2j - 1)\pi/m, \quad j = 1, \ldots, n. \quad (11)$$

We define here an ‘inverse function’ of $S$, denoted by $S^{-1}$, as a concise notation for expressing the solution above, i.e.,

$$\Theta_j = S^{-1}((2j - 1)\pi/m), \quad j = 1, \ldots, n. \quad (12)$$

Solving the nonlinear equation above requires reasonable initial solutions. Here, we used $\Theta_j = \cos^{-1}(1 - ((2j - 1)/n))$ for $j = 1, \ldots, n$ as the initial set of $\Theta_j$’s. This nonlinear equation can be solved via Newton’s method of root-finding, which was mentioned in Appendix A. Please refer to Appendix B for the specific algorithm for the iterative map of $\Theta$.

It is clear then a desired spiral point set, $\{(\Theta_j, \Phi_j)\}_{j=1}^n$, based on the proposed scheme can be constructed by following the three steps described above. Please note here that $\Phi_j = m\Theta_j$ for all $j$. For completeness, the spiral points in Cartesian coordinates,
As an illustration, we show here the spiral point set of 88 points generated via the proposed scheme and its spherical Voronoi tessellation, see Fig. 2. The Voronoi area and circumference of each of the 88 points are shown in Fig. 3. Note that the dotted line in Fig. 3A indicates the value of $4\pi/88$, which is the surface area of the unit sphere divided by the number of points used in the illustration. It is clear that the Voronoi areas on both the North and the South poles are more variable than along the equator and the Voronoi circumferences is symmetric about the equator and vary cyclically on every turn of the spiral curve.

3. Discussion

The proposed scheme is analytically exact and does not require further experimentation. Although the proposed scheme contains two nonlinear equations that need to be solved iteratively, we have provided here two highly optimized and efficient iterative algorithms. For example, it took only 1.6 and 3.2 s to generate respectively 5000 and 10000 points in Mathematica 7 [15], running on a laptop with Intel® Core i7 CPU at 1.73 GHz. Most notably, the gain in performance is at least three order of magnitude compared to the fixed point method when $n$ is large, say greater than 500.

Voronoi area and circumference may serve as qualitative measures on uniformity or lack thereof of any point set on the sphere as illustrated in Fig. 3. Ideally, it would be nice to know the expected variability of the Voronoi areas and circumferences of the gold standard as obtained from the global minimum of the electrostatic repulsion optimization scheme.

We will end this short note with an unsolved challenge—it is to devise a deterministic scheme to generate a highly uniform distribution of antipodally symmetric points on the sphere, see in particular [6]. Uniform point set on the sphere that satisfies antipodal symmetry is of great importance in diffusion tensor Magnetic Resonance Imaging (MRI), e.g., [2,6,8]. Unfortunately, any spiral strategy to come up with an antipodally symmetric point set is to collect half of the points that are located on one of the hemispheres. The main problem with this strategy is that there is clear and visible discrepancy in the uniformity of the distribution along the equator.

\[(X_j, Y_j, Z_j)_{j=1}^{n},\] are given by the following transformations:

\[X_j = \sin(\theta_j) \cos(\phi_j),\]
\[Y_j = \sin(\theta_j) \sin(\phi_j),\]
\[Z_j = \cos(\theta_j).\]

In this appendix, we will provide a highly efficient algorithm based on Newton's method for finding the fixed point of $m$ in Eq. (9).

Let $g(m) = m = n\pi/(E_0 - m^2)$ and $f(m) = g(m) - m = 0.$ The goal of the present algorithm is to find the root of $f$ by performing the following iterative algorithm:

\[k_m(m_j) \equiv m_{j+1} = m_j - \frac{f(m_j)}{(df/dm_j)(m_j)}. \tag{13}\]

It can be shown that Eq. (13) can be reduced to the following expression:

\[k_m(m) = \frac{m\pi n(2E_0(-m^2) - K(-m^2))}{ntE_0(-m^2) - \pi nK(-m^2) + mE_0(-m^2)^2}. \tag{14}\]

The function $K$ is the complete elliptic integral of the first kind and is defined in the following convention:

\[K(m) = \int_0^{\pi/2} (1 - m \sin^2(\theta))^{-1/2} d\theta. \tag{15}\]

The gain in performance in terms of the number of iteration, tested at the level of $\varepsilon = 10^{-4}$ and with the initial solution of $m \sim \sqrt{n\pi}$, is shown in Fig. 4. It is clear that Newton’s method outperforms the fixed point method more and more as the number of points increases.

Appendix B.

In this appendix, we will also provide a similar algorithm based on Newton’s method for finding the root of Eq. (11).

Let $f(\phi_j) = S(\phi_j) - (2j - 1)\pi/m.$ As described in Appendix A, we want to find the iterative map of $k_{\phi_j}$, which is similar to the $k_m(m_j)$ of Appendix A. For completeness, we write down the expression for $k_{\phi_j}$ here:

\[k_{\phi_j}(\phi_j) \equiv \phi_{j+1} = \phi_j - \frac{f(\phi_j)}{(df/d\phi_j)(\phi_j)}. \tag{16}\]
Please note that the index \( j \) is associated with the \( j \)th midpoint on the spiral curve and the index \( l \) refers to the \( l \)th iteration. Finally, Eq. (16) can be further reduced to the following expression:

\[
k_{\theta_j}(\Theta_{j,l}) = \Theta_{j,l} + \frac{(2j - 1)\pi - mS(\Theta_{j,l})}{m \sqrt{1 + m^2 \sin^2(\Theta_{j,l})}}.
\]  

(17)
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