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Abstract—We investigate the effect of tissue heterogeneity and 
anisotropy on the electric field and current density distribution in­
duced in the brain during magnetic stimulation. Validation of the 
finite-element (FE) calculations in a homogeneous isotropic sphere 
showed that the magnitude of the total electric field can be cal­
culated to within an error of approximately 5% in the region of 
interest, even in the presence of a significant surface charge con­
tribution. We used a high conductivity inclusion within a sphere 
of lower conductivity to simulate a lesion due to an infarct. Its ef­
fect is to increase the electric field induced in the surrounding low 
conductivity region. This boost is greatest in the vicinity of inter­
faces that lie perpendicular to the current flow. For physiological 
values of the conductivity distribution, it can reach a factor of 1.6 
and extend many millimeters from the interface. We also show that 
anisotropy can significantly alter the electric field and current den­
sity distributions. Either heterogeneity or anisotropy can introduce 
a radial electric field component, not present in a homogeneous 
isotropic conductor. Heterogeneity and anisotropy are predicted to 
significantly affect the distribution of the electric field induced in 
the brain. It is, therefore, expected that anatomically faithful FE 
models of individual brains which incorporate conductivity tensor 
data derived from diffusion tensor measurements, will provide a 
better understanding of the location of possible stimulation sites in 
the brain. 

Index Terms—Anisotropic media, brain, conductivity, current 
density, eddy currents, electric fields, electromagnetic induction, 
finite element methods, magnetic stimulation, nonhomogeneous 
media. 

I. INTRODUCTION 

MAGNETIC stimulation, a technique based on the 
principle of electromagnetic induction, is used to excite 

tissue in the human nervous system painlessly and noninva­
sively [1]–[3]. Transcranial magnetic stimulation (TMS) is 
used routinely to test the central motor pathways [4]. It is also 
a research tool for investigating brain physiology and function 
[4], [5] as well as cognition [6], [7]. It may also prove helpful 
in the treatment of psychiatric diseases such as depression [8]. 

Despite the widespread and successful application of TMS, it 
is not possible to predict precisely the territory that is affected. 
Addressing this problem requires knowledge of the spatial dis­
tribution of the electric field induced within the head and the 
mechanism of interaction between the induced electric field and 
neural tissue. 

The mechanism whereby brain tissues are stimulated is not 
yet completely understood. In the cortex, axons are often short 
compared with the dimension of the coil and follow bent paths. 
It has been demonstrated in vitro [9]–[11] and predicted theoret­
ically [12] that regions where axons terminate, bend or branch 
represent low threshold points for stimulation. In such regions, 
activation is determined primarily by the strength of the compo­
nent of the induced electric field parallel to the axon. This con­
trasts with the case of a long straight axon for which the activa­
tion function is dominated by the gradient of the induced electric 
field along the direction of the axon [10], [13]–[16]. Results ob­
tained by TMS of the human visual cortex [17] and motor cortex 
[18]–[20] are consistent with stimulation occurring at the peak 
of the electric field rather than that of its gradient. 

Making accurate calculations of the distribution of the elec­
tric field induced in the brain is difficult because tissue hetero­
geneity and anisotropy as well as head geometry must be taken 
into account. The surface charge that builds up on the air/tissue 
boundary to ensure that the current density normal to that sur­
face is zero, significantly decreases the induced electric field 
within the conducting volume and markedly affects its spatial 
distribution [21], [22]. For example, Roth et al. [23], [24] cal­
culated the electric field distribution induced in an idealized 
three-layer spherical model of the head for different coil con­
figurations and positions, using a finite difference approxima­
tion. They showed that the spherical boundary distorts the elec­
tric field distribution and reduces its radial component to zero. 
Heterogeneity has also been shown to have a significant impact 
on the induced electric field distribution and on the location of 
the stimulation site [25], [26]. To the best of our knowledge, the 
effect of tissue anisotropy on the stimulation of the central ner­
vous system has not been investigated. 

A detailed knowledge of the electric field distribution, incor­
porating all of the effects mentioned above, is necessary to inter­
pret the results of some TMS studies. For example, the presence 
of a high conductivity lesion resulting from a cortical stroke may 
increase the amplitude of the motor responses to TMS, inde­
pendently of changes in the properties of the excitable tissue. 
TMS maps in the affected hemisphere are liable to be enlarged 
and displaced relative to the underlying responding tissue. Also, 
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changes in tissue conductivity may occur during recovery and 
confound longitudinal studies, particularly during the subacute 
phase. 

The finite-element (FE) method [27] for solving partial dif­
ferential equations is ideally suited to calculate the electric field 
distribution induced in heterogeneous, anisotropic tissues with 
complex boundaries. So far, it has been used by only a few au­
thors to calculate induced current distributions in simple geo­
metric models [28], [29] and in models of the dog’s thorax [30] 
and the human brain [31]. 

To date, the biggest impediment to using the FE method has 
been the scarcity of anatomically accurate conductivity data. 
The recent development of diffusion tensor magnetic resonance 
imaging (DT-MRI) has enabled the localized measurement of 
the effective water self-diffusion tensor in vivo [32]. Informa­
tion about the effective electrical conductivity tensor can be ob­
tained from the diffusion tensor if the assumption is made that 
they both share the same set of eigenvectors [33]. A scheme 
for scaling the diffusion eigenvalues into conductivity eigen­
values has been proposed by Tuch et al. [34]. Thus, for the 
first time, DT-MRI could provide a noninvasive method for ob­
taining electrical conductivity tensor maps in individual brains, 
with a spatial resolution higher than 2 mm . 

In this paper, a spherical FE model is used to examine 
the magnitude and extent of the effects of heterogeneity and 
anisotropy of the brain tissues on the distribution of the electric 
field induced by TMS. The aim is to assess the expected benefit 
from building anatomically faithful FE models of individual 
brains that incorporate conductivity tensor data derived from 
DT-MRI measurements. A preliminary version of these results 
was presented at a conference [35]. 

II. THEORY 

The electric field induced by a typical current pulse used in 
TMS has a frequency spectrum ranging from DC to about 10 
kHz. At these low frequencies the quasistatic approximation is 
valid for most biological tissues [24], [36]. This approxima­
tion involves neglecting propagation delays, the shielding effect 
of the induced currents (skin depth) and any capacitive effects 
in the conductive medium. The last and weakest assumption, 
namely that the ratio of displacement to conduction current is 
much less than unity, appears to be valid even for bone [37]. 

The total induced electric field can be written in terms of the 
magnetic vector potential and the electric scalar potential 
as [22], [38] 

(1) 

In the quasistatic limit, the magnetic vector potential is due 
solely to the current flowing in the induction coil. The electric 
scalar potential results from surface charge accumulating at 
discontinuities in the electrical conductivity. 

The conductive medium is assumed to be purely resistive, 
following a general form of Ohm’s law 

(2) 

where is the conductivity tensor, which can be a function of 
position. As a consequence, the charge redistribution respon­
sible for follows instantaneously. In the quasistatic 
limit, the divergence of the induced current density is zero and 
therefore 

(3) 

If the medium is homogeneous and isotropic then 

(4) 

where is a scalar independent of position and is the unit 
matrix. In this case, the divergence of the electric field is zero 
and the electric scalar potential obeys Laplace’s equation. In 
an anisotropic medium, the divergence of the electric field is 
nonzero. 

Biological tissues have a relative magnetic permeability very 
close to unity so the constitutive relation for the magnetic fields 
is simply 

(5) 

At the tissue/air boundary the current density normal to the 
surface, , must be zero and so the normal component of 
must satisfy 

(6) 

where is a unit vector normal to the interface. For a ho­
mogeneous isotropic conductor, this boundary condition and 
Laplace’s equation determine . 

At the interface between two regions with different conduc­
tivities the condition for continuity of current becomes 

(7) 

As shown below, this equality is possible because surface charge 
builds up on the interface, affecting and throughout the 
conductor. In a heterogeneous isotropic medium, the scalar po­
tential obeys Laplace’s equation within each homogeneous re­
gion. At the tissue/air boundary, the normal component of 
is equal to the normal component of , but the solution
to Laplace’s equation is now subject to additional boundary con­
ditions at the internal interfaces. Thus, the tangential component 
and, hence, the magnitude, of the electric field at the tissue/air 
boundary can be affected by the conductor’s heterogeneity. 

The effect of a boundary between two homogeneous isotropic 
media with different electrical conductivities on the induced 
current density and electric field distributions is investigated in 
more detail using the configuration shown in Fig. 1.1 

1This effect is analogous to the one that occurs at the boundary between two 
media with different electric permittivities or different magnetic permeabilities 
when placed in an electric or a magnetic field. A solution for a spherical hetero­
geneity in a uniform field can be obtained analytically [38], [39].

It consists 
of a rectangular inclusion with a high conductivity, , in  an  
infinite medium of lower conductivity, . Analyzing this ge­
ometry is useful for checking the FE results and provides some 
insight into how the field distributions may be affected by a high 
conductivity lesion, such as that caused by a cortical stroke, or at 



Fig. 1. The effect of an interface between two homogeneous isotropic tissues 
with different conductivity values (1 > 1 ) on the total induced current 
density. On each side of an interface the longer arrow represents the primary 
induced current density 01 a//ai t, which is taken to be perpendicular to 
the horizontal interfaces. The shorter arrow represents the surface charge 
contribution 01 v8. The sum of these two contributions is the total normal 
current density, which must be continuous across the horizontal boundary. This 
condition determines v8. 

a cerebrospinal fluid (CSF)—gray matter (GM) interface, such 
as the one that delimits the motor cortex. 

For simplicity, the vector was taken to be uniform 
throughout the area of interest and perpendicular to the two hor­
izontal interfaces. Due to the difference in the primary induced 
current density, , in the two media, charge builds up 
at these boundaries. The resulting electric field, , is also per­
pendicular to the interfaces and has the same magnitude but op­
posite direction on the two sides of these interfaces. In Fig. 1, 
these two contributions to the total normal current density, one 
due to the magnetic vector potential (longer arrow, )
and the other due to the surface charge (shorter arrow, ) 
are drawn next to each other on each side of an interface. In the 
steady state, the total normal current density must be contin­
uous across a boundary, which yields the following expression 
for at the boundary, valid in region , 

 (8)

In region , this contribution has the opposite sign.
 
More generally, if is not perpendicular to the interface

then, in the low conductivity region 

(9) 

where points in the same direction as the normal component 
of . Using the equation above to substitute for in 
the expression for the total normal current density in the low 

conductivity region, at the interface with the high conductivity 
region, gives 

(10) 

Thus, the normal current density is increased by a factor of 
relative to its value in a medium with a uniform 

low conductivity. The normal component of the electric field is 
also increased by the same factor. These components will tend 
to their unperturbed values as the distance from the interface in­
creases. 

Within the high conductivity region the normal current den­
sity is 

(11) 

i.e., it is decreased by a factor of relative to its 
values in a uniform high conductivity medium but still increased 
by a factor of relative to its value in a medium 
with a uniform low conductivity. The normal component of the 
electric field is decreased by a factor of . 

The magnitude of the current density in the high conductivity 
region is larger than in the low conductivity region since its 
normal component is continuous at the interface. The opposite 
is true for the electric field given that its tangential component is 
continuous at interfaces. Thus, the directions of and are nei­
ther continuous across the interface nor parallel to in its 
vicinity. Additionally, the effect of heterogeneity on the electric 
field and current density distributions is directional: in isotropic 
media, it is greatest when is normal to the interface and 
absent when it is parallel to the interface. 

In the low conductivity region adjacent to the neutral inter­
faces [Fig. 1 (left)] the component of both fields parallel to that 
interface is also decreased by a factor of , as­
suming that is uniform in region ,2 

2Uniformity is achieved only in a spherical or ellipsoidal heterogeneity [38]. 
This approximation improves as the distance between the charged surfaces de­
creases relative to the other dimensions. 

and neglecting end 
effects. If is not parallel to one set of interfaces then both 
the normal and the tangential components of and will be af­
fected everywhere in and around the rectangle. 

For (CSF [40]) and (GM, 
[41]–[45]) the normal component of the vector fields in the low 
conductivity region is increased by a factor of 1.63 whereas in 
the high conductivity region it is decreased by a factor of 0.37. 
In the low conductivity region next to the neutral interfaces, the 
tangential component of both fields is also decreased by a factor 
of 0.37, approximately. 

In the above calculations, only the effect of charge accumu­
lating on the interface of interest on the local current density, 

, was taken into account when enforcing current con­
tinuity [(7)–(11)]. Charge will also build up on other interfaces 
adding another contribution to the total current density at the in­
terface of interest, , that may be significant. This second 
contribution depends on the relative position and orientation of 
the other interfaces and will, in general, have to be accounted 
for numerically, using the FE method for example. 
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One effect of anisotropy is that will in general not be par­
allel to , even in homogeneous media, since the tensor scales 
and rotates . As a result, the magnitude of the electric field 
induced on the outer boundary of a homogeneous anisotropic 
conductor is not the same as if the conductor were isotropic. At 
this boundary the normal component of the current density must 
still be zero but since 

(12) 

the normal component of the electric field is not necessarily zero 
[46]. 

III. METHODS 

Calculations of the electric field and current distributions in­
duced in a spherical conductor were performed using the elec­
tromagnetic module of the finite-element package ANSYS, ver­
sion 5.6 (ANSYS Inc., http://www.ansys.com). The FE method 
was chosen because of its ability to model heterogeneous and 
anisotropic conductors of arbitrary shape accurately. 

The element type chosen for these calculations (Solid 
97) uses a magnetic potential formulation incorporating the
Coulomb gauge to solve (2), (3), (5), and Ampère’s law for 

and subject to the appropriate boundary conditions 
[47]. In fact, skin depth is not neglected but its effect on the 
calculations presented here is not significant. The elements are 
linear and can be either hexahedral or tetrahedral. The frontal 
solver was used. The fundamental output of the program is a list 
of the three cartesian components of the total current density 
calculated at each element’s centroid. The components of the 
electric field are derived by applying (12) in the element’s 
orthotropic frame of reference. 

The solid model consists of a conducting sphere 9.2 cm in 
diameter [23], a coil 10 cm in diameter with a cross section of 
0.1 cm 0.1 cm and a surrounding concentric sphere of air. In 
this model, the brain surface would lie 1.2 cm below the surface 
of the conducting sphere. The mid-plane of the 10-turn coil was 
placed 1.0 cm above the vertex of this sphere (cf. Fig. 2). The 

linear dimension of the coil’s cross section is small compared 
with the distance separating it from the head so that the FE re­
sults may be compared with theoretical values for a line coil. 

Fig. 2. Central section through the 3-D mesh used in the FE calculations, 
passing through the centers of the sphere and of the circular coil. The center of 
the sphere is located at the origin of the reference frame, whose y axis points 
into the paper (bottom left). The elements representing the air and the infinite 
boundary are omitted. Radius of the sphere: 9.2 cm; coil diameter: 10 cm; 
sphere-coil separation: 1.0 cm; rate of change of current: 100 A 1 sp  . 

Hexahedral elements were used to mesh the head near the coil 
where the magnetic vector potential varies rapidly with distance. 
In this region, it quickly became clear that even a large number 
of linear tetrahedral elements could not achieve sufficient ac­
curacy. The mesh was refined until an acceptable accuracy was 
attained in a reasonable CPU time. 

The coil was driven by an independent current source that 
ramped the current through all its nodes at a constant rate of 
100 . Given the cylindrical symmetry of the current car­
rying conductor, the nontangential components of were set to 
zero. A third concentric sphere of special open boundary ele­
ments (Infin111) was used to apply the only necessary explicit 
boundary condition, i.e. tends to zero as the distance from the 
coil increases. 

The accuracy of the FE calculations was ascertained by com­
parison with the results obtained by numerical evaluation of 
Eaton’s analytical formulas for the electric field induced in a 
homogeneous sphere by an arbitrarily shaped coil [48]. These 
formulas neglect propagation effects and skin depth and were 
first simplified so as to neglect capacitive effects as well. Further 
simplifications reflecting the symmetry of the round coil were 
carried out before numerical evaluation using Mathematica, ver­
sion 4.0 (Wolfram Research, Inc., http://www.wolfram.com). 
The electric field was evaluated at the centroid of the elements 
used in the FE calculation. A twentieth order approximation was 
used in the summations. 

In the special case where the axis of the round coil passes 
through the center of the homogeneous spherical conductor, no 
charge builds up on the sphere’s surface. The electric field dis­
tribution is determined solely by the coil geometry via Biot­
Savart’s law. The expression for the magnetic vector potential 
generated by a round coil is given in Smythe [49] and was also 
evaluated using Mathematica. 

The results from four different calculations are reported in 
this paper. The first two are validations of the FE calculations 
in homogeneous isotropic media and the other two explore the 
effect of heterogeneity and anisotropy on the electric field and 
current density distributions. The results are shown as smoothed 
contour plots of the magnitude of the vector fields but the num­
bers reported represent actual values calculated at the element 
centroid. In some plots, the sphere is cut at a plane to expose the 
contours in that plane. Only the results from the top hemisphere 
are plotted in figures. 

In the first calculation, the coil was centered over a homo­
geneous isotropic sphere. The conductivity was set to that of 
GM, 0.4 . The electric field and current density distri­
butions were calculated using the formula in Smythe, Eaton’s 
formula, and the FE method. One of the purposes of this cal­
culation was to validate our implementation of Eaton’s formula 
before using it in the second calculation. In the second calcu­
lation, the coil was displaced by one coil radius in a direction 
perpendicular to the coil’s axis. This is approximately the coil 
position used during stimulation of the motor cortex. In this 
situation, only Eaton’s formula and the FE method can give 
correct resultssince is no longer zero. The direction of the 
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coil’s displacement was taken as the axis and the plane of the 
coil as the – plane (cf. Fig. 2). 

In the third calculation, a high conductivity inclusion was em­
bedded in the sphere, near the surface below the vertex. The 
conductivity of the inclusion was taken to be that of CSF, 1.79 

. In the fourth calculation, the conductivity was homo­
geneous but anisotropic. The direction of highest conductivity 
pointed 30 away from the axis and from the – plane (
rotation about the axis). Along this direction the conductivity 
was set to 0.72 whereas along the other two it was set 
to 0.24 . Its average value remained equal to that used 
for the homogeneous sphere. The offset coil position was also 
used in these last two calculations. 

All programs were run on a SUN Ultra 60 workstation with 
dual 250-MHz processors and 1 GB of RAM. 

IV. RESULTS 

The central cross section of the three-dimensional (3-D) mesh 
used in the FE calculations is shown in Fig. 2. It consists of a 
total of 66 644 linear elements, 21 600 of which are hexahedral 
and are concentrated in the top hemisphere, inner core excluded. 
These are the elements over which the accuracy of the calcula­
tion was tested since stimulation will not take place in the lower 
hemisphere. About 12 h of CPU time were required to run each 
calculation. 

The magnitude of the electric field induced by the coil cen­
tered on the homogeneous sphere is shown in Fig. 3. The cur­
rent density distribution follows the same pattern and its values 
differ only by a scaling factor since the medium is isotropic. 
The maximum values are 184 and 73.4 , re­
spectively, and occur at the surface of the sphere, approximately 
under the winding. As shown in Fig. 4, the largest difference be­
tween these FE results and those calculated using Eaton’s for­
mulas amounts to 6.7% of the reference (i.e. Eaton’s) value 
and is also located on the surface near the maximum values. 
Slightly deeper, where the GM is located, the absolute value of 
this error falls below 5%. The component and the radial com­
ponent, which should be strictly zero, represent at most 0.2% of 
the maximum magnitude. The values calculated using Eaton’s 

formulas and Smythe’s formula differ by less than 0.3% when 
values greater than 20% of the maximum value are considered. 
This small difference is attributed to the truncation of the infinite 
series in Eaton’s formulas and the finite precision with which 
the integrals in Smythe’s formulas are evaluated numerically. 

Fig. 3. Central section through the top hemisphere. Contour plot of the FE 
solution for the magnitude of the electric field (V 1 m ) or current density 
(A 1 m ) induced by a current flowing in a round coil centered over a sphere 
of conductivity 0.4 S 1 m . The direction of the current density or electric field 
vector is perpendicular to the plane of the figure. 

Fig. 4. Contour plot of the difference between the electric field or 
current density magnitude calculated using the FE method (Fig. 3) and the 
corresponding theoretical values calculated using Eaton’s analytical formulas, 
expressed as a fraction of the theoretical value. 

The results from the second FE calculation are shown in 
Fig. 5. The coil is now offset and the induced surface charge 
alters the electric field and current density distributions. The 
maximum magnitude of both vector fields occurs near the 
vertex of the sphere, with values of 209 and 83.4 

, respectively. The difference between the FE and the 
reference values reaches 6% near the vertex and its absolute 
value is down to about 5% in the stimulation region, as shown 
in Fig. 6. The largest difference, 8.3%, occurs in a low field 
region. The radial component represents less than 0.2% of the 
maximum magnitude. The magnitude of the reference electric 
field 15 mm below the vertex is 107 . For an 8-turn coil 
this figure scales down to 86 , which is in reasonable 
agreement with the equivalent figure of 89 given in 
Roth [23]. 

The effect of a high conductivity inclusion on the electric field 
and on the current density distribution is shown in Fig. 7. The 
inclusion is located between 0.9 and 2.2 cm below the vertex 
and occupies 4.5 (cf. Figs. 8 and 9). Within each region 
the media are isotropic and so the electric field and current den­
sity vectors are still parallel, albeit with different proportionality 
constants for each region. In the case of a high conductivity in­
clusion, the current density maximum is localized in depth even 
though the electric field maximum still occurs at the surface. 
Fig. 8 shows the change in the vector fields in the low conduc­
tivity region caused by the presence of the high conductivity 
inclusion. It is a plot of the difference in the magnitude of the 
vector fields between the heterogeneous and the homogeneous 
spheres (Fig. 7 and Fig. 5), in which the values from the high 
conductivity elements have been excluded. The field magnitude 
is increased along the direction of current flow and is decreased 
perpendicular to it. At the two interfaces that are almost per­
pendicular to the current flow the field magnitude is increased 
by a factor of 1.43. This boost still maintains approximately one 
third of its maximum value 8 mm away from the interface. A re­
duction in the thickness of the inclusion along the axis, from 
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Fig. 5. Contour plots of the FE solution for the magnitude of the electric field 
(V 1 m ) or current density (A 1 m ) induced by a current flowing in a round 
coil placed asymmetrically over a sphere of conductivity 0.4 S1 m . The scales 
apply to both plots. (A) View from above the coil; (B) central section. 

Fig. 6. Difference between the FE values plotted in Fig. 5 and the 
corresponding theoretical values, expressed as a fraction of the theoretical 
value. 

2.0 cm to 0.6 cm, did not show a significant effect on the pen­
etration of the electric field increase into the low conductivity 
region. 

The radial components of the electric field and current den­
sity at the boundary, which should be strictly zero, are still small: 
1.2% and 0.7% of the respective maximum magnitudes. How­
ever, in the vicinity of the upper and lower edges of the inclu­
sion that are parallel to the axis (i.e. approximately perpen­

dicular to the current flow) this radial component is significant, 
as shown in Fig. 9. Above the upper edges of the inclusion the 
radial component of the electric field reaches 22% of the max­
imum or 38% of the local magnitude. Inside the inclusion, near 
the lower edges the radial current density reaches 18% of the 
maximum magnitude or 36% of the local magnitude. 

In Fig. 8, the inclusion was positioned below the vertex in 
order to reproduce as closely as possible the geometry shown 
in Fig. 1. In another calculation (not shown), we positioned the 
inclusion approximately where the motor cortex would be lo­
cated in this spherical model and found a similar spatial pattern 
of field intensification and reduction, but skewed with respect 
to the orientation of the interfaces because was not per­
pendicular to any of the boundaries. 

The effect of anisotropy on the electric field and current den­
sity distributions is shown in Fig. 10. Again, the maximum mag­
nitude of both vector fields occurs near the vertex of the sphere, 
with values of 46.7 and 194.2 , respectively. 
However, the two distributions are clearly different from each 
other and from that illustrated in Fig. 5. The highest current den­
sity contour extends further back along the circular ridge of high 
values that encloses the local superficial minimum [Fig. 10(C)]. 
It represents lower values than those shown in Fig. 5 due to the 
lower conductivity along the axis . In ab­
solute terms, the electric field is increased at the back of the 
ridge, 180 from the maximum, reflecting the altered charge 
distribution caused by the higher conductivity along the axis 

relative to the other directions. 
The radial components of the vector fields have two extrema 

of opposite sign, symmetrically placed about the central 
xz-plane, at approximately . The radial component 
of the electric field is largest on the surface of the sphere, as 
shown in Fig. 11, and reaches 28% of the maximum electric 
field magnitude. Approximately on the same plane, the radial 
component of the current density has a minimum located in 
depth that represents 4.9% of the maximum magnitude. At the 
surface, its value is down to 1.2% of its maximum magnitude. 

V. DISCUSSION 

The results obtained to validate the FE model of a homoge­
neous isotropic sphere show that the magnitude of the vector 
fields can be calculated with an error of about 5% in the region 
of interest, even in the presence of a large surface charge contri­
bution. The calculations can be done with sufficient accuracy 
in a reasonable computation time provided the mesh is care­
fully designed. The magnitude of the current density appears 
to be systematically underestimated in the vicinity of the coil 
and slightly overestimated over a larger volume further from the 
coil. 

These estimates for the accuracy of the FE solution for the ho­
mogeneous isotropic sphere cannot be automatically extended 
to the last two calculations mainly because heterogeneity and 
anisotropy introduce new field patterns for which the mesh was 
not optimized. Heterogeneity also introduces new internal inter­
faces whose boundary conditions are handled naturally by the 
FE method. The errors associated with the last two calculations 
are probably not much larger than those associated with the first 
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Fig. 7. Magnitude of the electric field, in V 1 m (column on the left), and current density, in A 1 m (column on the right), induced by a current flowing in 
a round coil placed asymmetrically over a heterogeneous sphere. The effect of the inclusion with a conductivity of 1.79 S 1 m is visible on all views. (A), (D) 
View from above the coil; (B), (E) ;–y section through the inclusion; (C), (F) ;–z section through the inclusion. 

two and are very likely to be smaller than the uncertainty with 
which the conductivity tensor can be determined in vivo. 

In the FE model, the changes introduced by a high con­
ductivity inclusion in a low conductivity medium follow the 
predicted pattern. The electric field within the inclusion is 
decreased due to the shielding effect of the surface charge that 
builds up on the interface, Fig. 7(B). This effect is more than 
offset by the high conductivity value in the inclusion, which 
makes the current density there higher than outside, Fig. 7(E). 

Outside the inclusion both fields are increased along the direc­
tion of current flow and decreased in the plane perpendicular 
to it, Fig. 8. The FE calculations show that the magnitude of 
the fields in the vicinity of the high conductivity inclusion is 
increased by a factor of 1.43, which is in reasonable agreement 
with the value predicted in Section II: 1.63 at the interface. The 
difference is probably due to two factors: 1) the magnitude of 
the fields is calculated at the centroid of the elements, 2–3 mm 
away from the interface, and the magnitude of the fields varies 
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Fig. 8. Difference between the electric field or current density magnitude 
plotted in Fig. 7 and the corresponding values in a homogeneous sphere 
(Fig. 5) in the low conductivity volume. (A) The 1–y section at the level of the 
inclusion. (B) The 1–: section at the level of the inclusion. The values plotted 
inside the “boxes” pertain to the low conductivity region, now visible at the 
bottom of the “pit” left by the removal of the high conductivity elements. 

Fig. 9. Plots of the radial component of the vector fields in a heterogeneous 
sphere. The border of the inclusion is outlined with a black line. The contours 
inside and outside the inclusion are shown. (A) Radial electric field, y–: section 
at 1 = 0. (B) Radial current density, y–: section at 1 = 0. Note the reduction 
in the intensity scale relative to Fig. 7. 

rapidly with position and 2) changes in the charge distribution 
on other nearby boundaries alter the total electric field induced 
at the interface under consideration. 

In the anisotropic sphere model, the conductivity along the 
direction of maximum electric field and current density, the 
axis, was reduced from 0.4 to 0.24 . In the
absence of an outer boundary, the maximum magnitude of the 
electric field would be unaltered and that of the current density 
would be reduced by a factor of 0.6. The calculated ratios are 
7% lower, 0.93 and 0.56, respectively. A small difference was 
expected due to the new charge distribution required to satisfy 
the new boundary condition and the curved shape 
of the boundary. 

Significant radial components of the electric field and 
current density were found in both the heterogeneous and the 
anisotropic FE sphere, but not in the homogeneous isotropic 
models. In the heterogeneous sphere, both radial components 
tend to zero near the outer boundary, as expected. It is only in a 
very limited volume, close to the nonradial edges of the planes 
perpendicular to current flow, that the radial components have 
significant values. In the case of the anisotropic sphere, only 

the radial current density tends to zero near the boundary, as 
required, whereas the radial component of the electric field is 
largest there. The nonzero values of the radial current density 
at the boundary reflect the finite accuracy of this calculation. 

The calculation of the electric field distribution induced by 
magnetic stimulation in a homogeneous isotropic conductor is 
essentially a geometry problem, where the coil geometry deter­
mines and the boundary geometry determines . How­
ever, heterogeneity and anisotropy make the field distribution 
also dependent on the distribution of material properties and on 
the geometry of the resulting internal boundaries. It was shown 
here that these characteristics can introduce significant changes 
in the electric field distribution for physiological values of the 
conductivity properties. In principle, the results from these cal­
culations can be verified experimentally using suitable phan­
toms. 

The brain is a heterogeneous, anisotropic conductive medium 
where the effects illustrated above are bound to occur. CSF is 
highly conducting and isotropic. The average or bulk conduc­
tivity of GM is approximately 4 times less than that of CSF. 
White matter (WM) has an average conductivity of about 0.2 

[41], [43], some 2 times lower than that of GM. WM 
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Fig. 10. Magnitude of the electric field (V 1 m ) and the current density (A 1 m ) induced by a current flowing in a round coil placed asymmetrically over 
an anisotropic sphere. The eigenvalues of the conductivity tensor were set to r = 0.72 S 1 m , r = r = 0.24 S 1 m , and the tensor was rotated by 
030 about the y axis (X toward Z). (A), (C) View from above the coil; (B, (D) central section. 

is anisotropic, with a conductivity along the fiber direction that 
can be as much as nine times higher than in the perpendicular 
direction; its longitudinal conductivity can be as high as about 
1 and its transverse conductivity as low as about 0.1 

[50], [51]. 
Given the diverse conductivity values that can be found in 

the brain, significant increases and decreases in the electric field 
can be expected at boundaries between different tissues. Fig. 12 
illustrates schematically the sort of effects that may take place 
at the GM-CSF and GM–WM interfaces, as explained below. 
Since the induced electric field is predominantly tangential to 
the scalp, these effects occur in the walls of the sulci and not at 
the crown of the gyri. 

It was shown in the theory section that the GM-CSF interface 
can potentially increase the electric field in the GM region by a 
factor of about 1.6 when the induced current is flowing perpen­
dicularly to that interface. This is a significant effect considering 
that magnetic stimulation is often performed at about 1.1 or 1.2 
times the threshold intensity. 

Such a situation arises during magnetic stimulation of the 
motor cortex, which lies anterior to a CSF filled sulcus, the cen­
tral sulcus (cf. right inset, Fig. 12). For lowest threshold stimu­
lation the coil is oriented so as to make the induced current flow 
approximately perpendicular to the plane of the sulcus, in the 
posterior-anterior direction [52]. This may simply correspond 
to optimizing the electric field boost in GM and would pref­

erentially affect axons that are perpendicular to the GM-CSF 
boundary. The same increase would occur at the GM-CSF in­
terface of the somatosensory cortex, which lies posterior to the 
central sulcus, or in any cortical tissue adjacent to a sulcus that 
lies approximately perpendicular to the induced current flow. 
Even though the increase in the electric field induced in GM 
in contact with CSF takes place on both sides of a sulcus, the 
induced current direction will be optimal for stimulation (from 
CSF into GM) at only one of those interfaces. 

In the motor cortex, the shortest latency responses can be ob­
tained by placing the stimulation coil in such a way that the in­
duced current flows approximately parallel to the central sulcus 
[53], i.e. perpendicular to the paper in Fig. 12. These responses 
have a higher threshold that could be due in part to the absence 
of the boost effect, in addition to eventual differences in cell ex­
citability. 

The situation at a WM-GM interface is less clear. In the sulci, 
it appears that the WM fibers run parallel to the WM-GM inter­
face and then turn sharply through about 90 as they enter the 
GM. Taking the WM conductivity normal to the boundary to be 
its transverse conductivity, say 0.1 and that of GM to 
be 0.4 would result in an decrease in the normal com­
ponent of electric field in the GM by a factor of 0.4 and an in­
crease in the WM by a factor of 1.6 (cf. left inset, Fig. 12). In 
this case, there would be two faces to GM: the interface with 
CSF where the normal component of the electric field would be 
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Fig. 11. The radial component of the vector fields in an anisotropic sphere. 
The inner semi-circular line represents the edge created by cutting the sphere 
at the plane y = 03.0 cm. (A) Radial electric field, whose maximum value 
occurs at the surface. (B) Radial current density, whose value is maximum in 
depth and approaches zero at the surface. Note the reduction in scale relative to 
Fig. 10. 

Fig. 12. Sketch of the effect of conductivity boundaries on the total induced 
electric field, drawn on a perpendicular section through an idealized sulcus. The 
central horizontal vector indicates the direction and magnitude of the induced 
electric field E in a homogeneous, isotropic conductor. Right inset: GM-CSF 
interface, with r = 0.4 S 1 m and r = 1.79 S 1 m , Left inset:
GM–WM interface, with r = 0.1 S 1 m . The vectors on either side of an 
interface represent the total induced electric field, taking into account the effect 
of charge accumulation at that boundary (10), (11). Their lengths are scaled 
appropriately relative to that of E and their directions deviate from horizontal 
because E is not exactly perpendicular to the interface (approximately 10 off 
in this illustration). 

enhanced, and the interface with WM where the electric field 
would be reduced. Nevertheless, stimulation at the GM–WM 

interface should not be excluded because the sharp turns of the 
axons could provide sufficiently low threshold points. 

The anisotropy of the WM that underlies the superficial GM 
could, in principle, introduce a radial component of the elec­
tric field in the GM that may lead to stimulation of neurons in 
the crown of the gyri. However, this component can only repre­
sent a fraction of the total magnitude and is, therefore, likely 
to be effective only for high stimulus intensities. In regions 
where anisotropic, high conductivity bundles of WM fibers turn 
sharply, such as the U-fibers which connect the motor and so­
matosensory cortices, the electric field can also be enhanced 
along the outer edges of the bend. 

The above considerations indicate that the distribution of the 
electric field induced in the brain is likely to exhibit a myriad of 
“hot spots” that can influence the location and the extent of the 
territory effectively stimulated. The nature of these “hot spots” 
depends on the geometry of the local interfaces and on the con­
ductive properties of the tissues involved. This implies that there 
is no simple, smoothly varying spatial relationship between the 
position of the coil on the scalp and the site(s) where stimulation 
may occur. 

A more detailed assessment of the effects of tissue hetero­
geneity and anisotropy can be obtained by using a realistic FE 
model of the head incorporating high-resolution conductivity 
data derived from DT-MRI measurements. Such models should 
also be useful in predicting the electric field distribution induced 
in the brain of patients who have suffered cortical strokes. The 
calculations presented in this paper indicate that the location and 
extent of the stimulated region may be considerably affected by 
the proximity of a high conductivity lesion. 

FE models integrating DT-MRI derived conductivity data 
may also be useful in determining the site of excitation during 
magnetic stimulation of the peripheral nervous system. One 
possible application would be the stimulation of spinal nerve 
roots where the geometry of the surrounding bone structure 
plays a major role in shaping the distribution of the electric 
field and that of its gradient [25]. 

Given the electric field distribution it is possible to calcu­
late the distribution of the electric field gradient as well as their 
components along specific directions, such as the direction of 
large fiber tracts or the normal to the GM surfaces. This kind 
of knowledge about the spatial distribution of the current den­
sity, the electric field and the electric field gradient is potentially 
useful for designing TMS experiments that aim to determine the 
effective activation function for stimulation of brain tissues. 

VI. CONCLUSION 

In this paper, the FE method was used to calculate three-
dimensional distributions of electric fields and current densi­
ties induced in models of brain tissue during magnetic stimu­
lation. The results show that the level of tissue heterogeneity 
and anisotropy present in the brain can alter significantly the in­
duced electric field distribution in GM. FE conductivity models 
of the head based on DT-MRI data are expected to provide a 
better understanding of the location of possible stimulation sites 
in the brain. 
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