Determining which mechanisms lead to activation in the motor cortex: A modeling study of transcranial magnetic stimulation using realistic stimulus waveforms and sulcal geometry
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ABSTRACT

Objective: To determine which mechanisms lead to activation of neurons in the motor cortex during transcranial magnetic stimulation (TMS) with different current directions and pulse waveforms.

Methods: The total electric field induced in a simplified model of a cortical sulcus by a figure-eight coil was calculated using the finite element method (FEM). This electric field was then used as the input to determine the response of compartmental models of several types of neurons.

Results: The modeled neurons were stimulated at different sites: fiber bends for pyramidal tract neurons, axonal terminations for cortical interneurons and axon collaterals, and a combination of both for pyramidal association fibers. All neurons were more easily stimulated by a PA-directed electric field, except association fibers. Additionally, the second phase of a biphasic pulse was found to be more efficient than the first phase of either monophasic or biphasic pulses.

Conclusions: The stimulation threshold for different types of neurons depends on the pulse waveform and relative current direction. The reported results might account for the range of responses obtained in TMS of the motor cortex when using different stimulation parameters.

Significance: Modeling studies combining electric field calculations and neuronal models may lead to a deeper understanding of the effect of the TMS-induced electric field on cortical tissue, and may be used to improve TMS coil and waveform design.

1. Introduction

The question of which cells are excited during transcranial magnetic stimulation (TMS) of the cerebral cortex, and by which physical mechanisms, has been debated since the early days of this technique. Modeling studies made a significant contribution to our understanding of peripheral nerve magnetic stimulation but have had a more limited impact in TMS. In peripheral nerve stimulation, it has been shown theoretically and experimentally that changes in the membrane potential of long straight axons are driven primarily by the gradient of the component of the electric field along the axon, and that stimulation occurs where this component is decreasing most rapidly along the direction of the nerve (Roth and Basser, 1990; Nilsson et al., 1992; Maccabee et al., 1993). This simple description does not apply if the nerve bends sharply (Maccabee et al., 1993) or if it enters a bony foramen (Maccabee et al., 1991). In contrast, a variety of mechanisms may be involved in cortical stimulation since numerous axonal bends and terminations provide additional sites where neurons can be depolarized by a strong electric field, even in the absence of a significant electric field gradient (Amassian et al., 1992; Nagarajan et al., 1993; Roth, 1994). Furthermore, cortical neurons have a wide range of orientations relative to the applied electric field, due both to different orientations within the cortex and to cortical folding. Thus, it is conceivable that a strong tangential electric field may stimulate horizontal neurons in the crown of a gyrus (Day et al., 1989) or pyramidal neurons in the walls of the sulcus (Fox et al., 2004). Also, heterogeneity and anisotropy of the electrical conductivity of brain tissue has a significant impact on the spatial distribution of the induced electric field (e.g. De Lucia et al., 2007; Miranda et al., 2003, 2007) and may therefore affect the site of stimulation. These factors increase the level of complexity involved in modeling cortical stimulation, making it more difficult to predict which neurons are stimulated during TMS than during magnetic stimulation of the peripheral nervous system.
In a recent paper (Silva et al., 2008) we used a Finite Element Method (FEM) model of a simplified cortical sulcus to calculate the amplitude of the electric field and its directional derivative parallel and perpendicular to the cortical surface. The results, which took into account cortical geometry and the orientation of the neurons within the folded cortical sheet, suggested that stimulation may take place preferentially at (1) terminations of medium caliber (5–10 μm) horizontal fibers located throughout the crown of the gyrus and aligned with the induced electric field, (2) terminations of medium caliber intracortical vertical axons, vertical pyramidal axon collaterals and terminations of pyramidal afferents, located in the lip of the gyrus and a few millimeters away from the lip, along the depth of the sulcus, (3) bends of pyramidal fibers with diameters \( d_0 \geq 10 \mu m \), in white matter just below the lip of the gyrus, and (4) bends of Betz cells along the entire surface of the vertical wall of the sulcus, with an expected maximum depth of stimulation of at least 1.5 cm below the cortical envelope. In all cases, the degree of membrane depolarization was determined by the intensity of the electric field along the axon. The effect of fiber diameter on the degree of depolarization due to a stimulus of fixed intensity was taken into account via the space constant, \( \lambda \). On the other hand, the finite duration of the stimulus could only be taken into consideration in a crude manner in this steady-state analysis. It was not possible to take stimulus waveform and current direction into account, yet these two parameters greatly influence the effect of TMS.

Several studies report the outcome of TMS as a function of stimulus waveform — either monophasic or biphasic — and as a function of the direction of the current induced in the tissue — posterior-anterior (PA) or anterior-posterior (AP) for monophasic pulses, and PA–AP or AP–PA for biphasic pulses. The results found in the literature are, to a great extent, consistent. In brief, monophasic PA stimulation of the motor cortex recruits, at threshold, a wave which, because of its latency, is believed to be due to the trans-synaptic activation of pyramidal tract neurons (PTN) (Terao and Ugawa, 2002; Patton and Amassian, 1954). This is termed an I\(_1\) indirect wave and is followed, at higher stimulus intensities, by other indirect waves (I\(_2\) and I\(_3\)) at regular intervals of approximately 1.5 ms. At very high stimulus intensities (180–200% of the active motor threshold, AMT) a short latency wave is recruited (Di Lazzaro et al., 1998), which is termed a D-wave, since it is thought to be due to direct activation of corticospinal neurons. The latency of the TMS-reouted D-wave is similar to the latency of the wave recruited with anodal transcranial electric stimulation (aTES) (Patton and Amassian, 1954; Di Lazzaro et al., 2001b). The output of monophasic AP stimulation is generally either a late I-wave (I\(_3\)) or a D-wave (Di Lazzaro et al., 2001a). The outcome of biphasic PA–AP stimulation at threshold is usually an I\(_1\)-wave. At higher stimulus intensities, this pulse recruits I\(_3\) and D-waves, in a pattern similar to a monophasic AP stimulus, but with somewhat longer latencies (Di Lazzaro et al., 2001a). As for biphasic AP–PA stimuli, they are reported to have a pattern of recruitments similar to monophasic PA stimuli, although at higher stimulus intensities the latencies of the waves are different from the latencies of the waves recruited by monophasic stimulus: for some patients, these latencies are longer, while for others they are shorter (Di Lazzaro et al., 2001a).

In this paper we investigate the dynamics of neuronal responses to TMS by simulating actual neurons and neuronal trajectories embedded in a simplified FEM model of a cortical fold. We model various types of neurons present in the motor cortex and determine their individual stimulation thresholds for different TMS waveforms. The time course of the membrane potential is calculated by solving the cable equation numerically for neurons immersed in a TMS-induced electric field. The spatial distribution of the electric field is calculated as described in (Silva et al., 2008) and its time course is obtained from simulated outputs of the Magstim monophasic and biphasic stimulators (Magstim 200 and Magstim Rapid, respectively). This work aims to elucidate which mechanism is likely to stimulate each neuron type, for a given pulse waveform and current direction, and to understand which neuronal populations are recruited at threshold by each of the four stimuli modeled. Additionally, the results are expected to improve upon our previous predictions (Silva et al., 2008) of the actual location and extent of stimulation in the motor cortex.

2. Methods

The variation of a neuron’s transmembrane potential due to the electric field induced during TMS can be obtained by solving the cable equation (Roth and Basser, 1990; Basser and Roth, 1991; Nagarajan et al., 1993). Finding this solution requires knowledge about the electrical properties of the neuron’s membrane, the temporal variation of the induced electric field and the spatial variation along the neuron of the component of the electric field, \( E_i \), that is parallel to the neuron’s local orientation. \( E_i \) is the component of the total electric field which effectively contributes to neuronal stimulation.

2.1. Computation of the electric field

In the first part of this work we calculated the electric field along lines describing the positions, lengths and paths taken in the cortex by several neurons, as described in the literature (c.f., Section 2.2). These neuronal trajectories were added to a simplified model of the motor cortex, shown in Fig. 1, which has been described in detail in a previous work (Silva et al., 2008) and is similar to motor cortex models used in other modeling studies (Manola et al., 2001).
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et al., 2005, 2007). The model includes a figure-eight planar coil placed 3 cm above the cortical surface and parallel to it. The coil parameters model the Magstim Double 70 mm coil (Thielscher and Kammer, 2002, 2004; Miranda et al., 2007); the coil was placed so as to induce an electric field perpendicular to the central sulcus, located under the coil’s center. PA and AP stimulation were modeled simply by changing the direction (sign) of the current in the coil.

The total electric field, \( \mathbf{E} = -\frac{\partial \mathbf{A}}{\partial t} - \nabla \phi \), induced in the motor cortex model was calculated using the FEM method, as implemented by the commercially available software Comsol 3.3a (www.comsol.com). This field is the sum of two terms: the first one, \(-\frac{\partial \mathbf{A}}{\partial t}\), is the field induced by the coil itself and the second one, \(-\nabla \phi\), results from charge accumulation at the interfaces between the gray and the white matter (GM–WM) and between the cerebrospinal fluid and the gray matter (CSF–GM). In the homogeneous model, the second term is zero and the electric field is independent of the electrical conductivity. The effective electric field, \( E_i \), along each neural trajectory was then exported from Comsol and fitted using LabFit (http://www.angelfire.com/rnb/labfit/index.htm), ZunZun.com (www.zunzun.com), or Microsoft EXCEL™.

The time variation of the total electric field, which is given by the current’s time derivative, is another important parameter in neuronal stimulation (Roth and Basser, 1990; Basser and Roth, 1991). In Comsol, the current in the coil varies sinusoidally in time with a frequency, \( f \), and a maximum intensity, \( I_0 \). However, this simplification inaccurately represents the current output of magnetic stimulators (Kammer et al., 2001). In order to take this into account we exported from Comsol the spatial distribution of \( E_i \) along the neuron at the instant of time when it was a maximum. This \( E_i \) distribution was then normalized by dividing it by the maximum value of the current’s time derivative in Comsol, \( 2 \pi f I_0 \). Finally, the normalized values of \( E_i \) along the neuron were multiplied by waveforms whose amplitudes and time courses are representative of the output of two commercially available stimulators: the Magstim 200 stimulator and the Magstim Rapid stimulator. This way we simulated the real time course of the induced electric field.

The waveforms used for both stimulators are shown in Fig. 2. The Magstim 200 stimulator generates a monophasic current waveform with an approximate duration of 946 \( \mu \)s. The current’s time derivative waveform has two peaks with opposite signs, the amplitude of the second peak being only about 0.25 of the amplitude of the first. The Magstim Rapid stimulator creates a biphasic current waveform with duration of 284 \( \mu \)s. The current’s time derivative waveform has three peaks. The amplitude of the second peak is 0.9 of the amplitude of the first one, with an opposite sign and twice the duration of the first peak. The third peak has the same sign as the first one, about 0.8 of its amplitude and approximately the same duration. Throughout the remainder of this work, when mentioning a monophasic or biphasic waveform we will actually be referring to the current’s time-derivative waveforms (shown in Fig. 2b), because the induced electric field is proportional to it and not to the current itself (Roth and Basser, 1990).

All the stimulation thresholds in this work will be given in terms of the maximum value of the current’s time derivative and also as the percentage of the maximum stimulator output (MSO). For the Magstim 200 stimulator, connected to the coil modeled in this work, \( \frac{dI}{dt_{max}} = 171 \text{ A/\( \mu \)s} \text{ at } 100\% \text{ MSO (Kammer et al., 2001).} \) The Magstim Rapid stimulator can be programmed to go up to \( \frac{dI}{dt_{max}} = 122 \text{ A/\( \mu \)s} \text{ (Kammer et al., 2001) but at this value the stimulator’s frontal panel indicates 120}\% \text{ MSO.} \)

### 2.2. Types of neurons modeled

In this work we modeled 12 different neurons of the kinds thought to be involved in the initiation of D and I waves (Ziemann and Rothwell, 2000; Terao and Ugawa, 2002), and that are represented in Fig. 1b–d.

Neurons P1–P4 represent large PTNs. The model for these neurons includes a large cell body located in layer V and a representation of the apical dendrite that terminates near layer I (Standing, 2004; Brodal, 1998). The model also includes a long axon that enters the WM perpendicularly to the GM–WM interface (Kammer et al., 2007) and then bends towards the internal capsule (Rothwell, 1997), coursing through the WM in a direction approximately parallel to the sulcus wall (Manola et al., 2005). The axons of these pyramidal cells were described in many studies as having collaterals within the GM, some of which travel for a long distance (Ghosh and Porter, 1988; Meyer, 1987; Yamashita and Arikuni 2001). To model these long range connections, neuron model P1 includes an axon collateral within the GM (see Fig. 1b). The collateral is located in layer VI, has a length of 2 mm and is oriented tangentially to the WM–GM interface. Only PTN collaterals were considered in our model since other pyramidal cells, including association fibers, probably have collaterals with smaller diameters and are therefore likely to have higher thresholds.

Neurons t1–t3 and n1–n3 model long-range intracortical connections within the motor cortex, via the GM (Brodal, 1998; Esser et al., 2005). Neurons of the first type (t1–t3) are oriented tangentially to the WM–GM interface, modeling intralayer connections. They have lengths of 2 mm (Esser et al., 2005) and are located in layer V. Neurons n1–n3 are oriented perpendicularly to the WM–GM interface and model interlayer connections between layers II/III and layer V (Esser et al., 2005), having an average length of 1.5 mm. Neurons ‘t’ and ‘n’ model intermediate neurons with predominantly horizontal (Brodal, 1998; Meyer, 1987) or vertical orientations (Meyer, 1987), respectively. These two orientations are thought to be the most relevant ones since most interneurons align either tangentially or perpendicularly to the cortical surface (Fox et al., 2004; Standing, 2004).

Finally, neurons a1 and a2 model pyramidal association fibers. These fibers provide long-range connections between adjacent cortical areas, via the WM (Brodal, 1998). Specifically, neurons a1
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**Fig. 2.** Coil current waveforms (a) and their time derivatives (b) for the monophasic and biphasic pulses modeled in this work. The terms monophasic and biphasic refer to the current waveform. The current time derivative is biphasic, for the monophasic current pulse, and triphasic, for the biphasic current pulse. The waveforms shown correspond to a charging voltage of 1107 V and a coil inductance of 16.35 µH, which yields a maximum value of 67 A/µs for the current time derivative.
and \( a_2 \) have their somas located in layer III of the cortical area of origin and project to pyramidal cells in the same layer in the primary motor cortex. Neuron \( a_1 \) projects from the primary somatosensory cortex (area 3b, in the posterior bank of the central sulcus) to area 4, in the anterior bank of the central sulcus. Neuron \( a_2 \) connects two areas of the motor cortex: the putative forelimb motor cortex on the precentral gyrus (area 6) and the anterior bank of the central sulcus. The existence of these connections has been demonstrated in monkeys (Yamashita and Arikuni, 2001).

Every cell modeled in this work is contained in the vertical plane that separates the two wings of the coil, shown in light gray in Fig. 1a.

2.3. Morphological and electrophysiological properties of the neurons

All neuron models used in this work consist of a single apical dendrite, soma, axon hillock, initial segment and a myelinated axon. The model of PTNs used in this work is based on a previous model proposed by Manola et al. (2007) with a few changes. The model contains active compartments (with sodium, potassium and leakage currents) that represent nodes of Ranvier, the initial segment and the axon hillock. Details about the kinetics of the ionic channels present in this model can be found elsewhere (Struijk et al., 1992). The soma and apical dendritic tree were modeled by passive RC compartments, with a time constant of 10.3 ms and a space constant of 1.5 mm. The myelinated internodes were also modeled by passive RC compartments, but with properties different from the ones used to model the soma and dendrite (Tasaki, 1955).

Cortical interneurons, axon collaterals and association fibers were modeled with the same membrane properties as the PTNs. It should be mentioned, however, that this is only a very rough approximation, especially for cortical interneurons (Markram et al., 2004; Tsugorka et al., 2007), for which the transmembrane potential is thought to behave differently from PTNs. In spite of that, and given that much is still unknown about the membrane properties of neocortical cells, we chose to always use the same model.

The different neurons modeled in this study have different morphological properties. The main differences are in the length of the apical dendritic tree (1.8 mm for pyramidal neurons and 50 \( \mu \)m for cortical interneurons) and the size and shape of the soma (large flask shaped cell bodies for pyramidal cells and small cylinders for cortical interneurons (Wang et al., 2002; Manola et al., 2007). Also, the range of fiber diameters studied depended upon the type of neuron considered. For pyramidal cells, diameters varied between 6 \( \mu \)m and 20 \( \mu \)m, which correspond to medium to large-sized pyramidal cells (Lassek, 1940). Cortical interneurons are thought to have smaller diameters, although accurate values are still largely unavailable (Manola et al., 2007). Here we chose a range of fiber diameters between 3.5 \( \mu \)m and 6 \( \mu \)m, which corresponds to small to medium caliber pyramidal cells (Lassek, 1940).

Axon collaterals usually branch off from the main axon at nodes of Ranvier (Struijk et al., 1992; Grill et al., 2008; Foust et al., 2010). In our model, axon collaterals branched from the first node of Ranvier after the initial segment. For diameters of the main axon up to 14 \( \mu \)m, the collateral was located within the GM (in layer VI), whereas for diameters above that value, the collateral was located within the WM. To take these two cases into consideration, we modeled PI neurons whose main axons had diameters of 14 \( \mu \)m and 20 \( \mu \)m. The diameter of collaterals is smaller than the diameter of the main axon and the data in the literature suggest that the ratio of axon to collateral diameter is about 3:1 (Struijk et al., 1992; Hongo et al., 1987).

Here we have chosen two values for the collateral's diameters, 3.5 \( \mu \)m and 6 \( \mu \)m, which correspond to the lower and upper limits of the range of values considered for the diameters of cortical interneurons.

2.4. Numerical solution of the discretized cable equation

The solutions to the cable equation yield the spatial and temporal variation of the membrane potential during and after stimulation. They were used to determine the stimulation threshold and the stimulation site, and to follow action potential propagation.

In this work we solved a spatially discretized version of the cable equation (Nagarajan et al., 1993), which is more suited to numerical calculations than the classic continuous version. This cable equation must be solved together with the equations that describe the kinetics of activation of the active ionic channels present in this model. The result is a set of non-linear equations that can be solved by a number of numerical algorithms (Mascagni, 1998). Of all algorithms we tested, we chose the Crank–Nicholson method with a staggered time step algorithm, to avoid iteration of the non-linear equations (Hines, 1984). The algorithm to solve the cable equation was implemented in Matlab (version 7.1 R14 SP3, www.mathworks.com). A typical calculation took less than 1 min to perform on a computer with a 2 GHz dual core processor and 2 Gb of RAM.

In order to test the accuracy of this algorithm we created a model with one extracellular point electrode placed above one of the pyramidal neurons used in this work (see Warman et al., 1992 for more details). This model was solved using our Matlab implementation of the Crank–Nicholson method and also using the Neuron simulation environment (Neuron 6.0, http://www.neuron.yale.edu/neuron/). Stimulation thresholds (measured as current injected by the electrode), and the space and time variation of the transmembrane potential obtained with both methods were then compared. The difference between stimulation thresholds obtained with both methods depended on the time step (the spatial discretization used was the same for both programs). For a time step of 0.5 \( \mu \)s, the results obtained for the several positions of the electrode tested always differed by less than 2% of the value given by Neuron. The time and space variations of the transmembrane potential were also very similar, although sometimes small temporal shifts were observed between the two solutions.

3. Results

3.1. Electric field along neurons

The effective electric field, \( E_t \), along cortical interneurons (shown in Fig. 3 for \( t \) and in Fig. 4 for \( n \) neurons) depended essentially on their proximity to the coil and on their orientation relative to the plane of the coil. Negative values of \( E_t \) indicate that the effective electric field is directed from dendrite to axon terminal. Neuron \( t_1 \), for instance, was positioned in the precentral gyrus, very close to the coil and parallel to its plane. As a result \( E_t \) along it was very high, about \(-94 \) V/m in the heterogeneous model for a stimulator output of 67.7 A/\( \mu \)s. Neuron \( n_3 \) located in the sulcus wall, was also aligned parallel to the coil. However, the neuron was located further away from the coil so that \( E_t \) along it was smaller than along \( t_1 \), with a maximum value of \(-52 \) V/m in the heterogeneous model for the same stimulator output. Neurons \( n_1 \) and \( t_3 \) were perpendicular to the plane of the coil. The effective electric field along them was very low, resulting only from charge accumulation at the boundaries. Neurons \( n_2 \) and \( t_2 \) were not completely parallel to the coil’s plane but were located very close to it. The effective electric field along these neurons had roughly the same magnitude as along neuron \( n_3 \). As can be seen in Figs. 3 and 4, \( E_t \) along \( t \) and \( n \) neurons was almost constant. This happened...
because these neurons are very small and straight and are located relatively close to the center of the coil. The only exception to this was neuron t2, due to the fact that this neuron curves away from the plane of the coil.

Regarding the effects of tissue heterogeneities on the effective field along cortical interneurons, we observed that the field induced at the interfaces (−∇φ) tended to oppose the field induced by the coil (−∂A/∂t). This reduction was especially relevant for neurons lying perpendicular to the WM–GM interface (n neurons) for which the ratio between the homogeneous and heterogeneous effective electric field along them reached 1.8 (n3). For t neurons the reduction was smaller, with this ratio reaching a maximum value of only 1.1 for t1.

Contrary to the neurons mentioned above, the field along PTNs (Fig. 5) and association fibers (Fig. 6) varied considerably. One reason for this is that the axons of these neurons often bend sharply. Fiber bends gave rise to localized variations of the effective electric field due to a change in the orientation of the neurons relative to the coil. These effects are illustrated in Fig. 5b–d (arrow 2), for PTNs, and in Fig. 6a (arrows 2 and 6) and b (arrow 2), for association fibers. Another cause for the variability of $E_s$ along these neurons is that they, unlike interneurons, often cross the WM–GM interface. The field due to charge accumulation at this interface creates a discontinuity in $E_s$ (Miranda et al., 2007), which is shown in Fig. 5b–d (arrow 3) and in Fig. 6a (arrows 1 and 7) and b (arrow 1). Because charge accumulation depends on the existence of tissue heterogeneities, $E_s$ in the homogeneous case lacked these discontinuities. Apart from these localized variations, $E_s$ along the remaining sections of these neurons was relatively homogeneous, having high magnitudes if the section was aligned with the coil and close to it, and very low magnitudes when the section was perpendicular to the coil. An example of the latter is neuron P1, which is always perpendicular to the coil. The effective field along this neuron was very small, resulting only from charge accumulation at the interfaces. However, the electric field along the collateral of neuron P1 (see inset in Fig. 5a) was very high due to the fact that it is parallel to the plane of the coil and located close to it, like neuron t1.

3.2. Activation sites and mechanisms

For cortical interneurons parallel to the electric field, stimulation always occurred at their axonal terminations. Stimulation at the dendritic end could never be achieved, because the polarization that occurred there had a faster spatial decay and a lower magnitude than at the axonal termination. This effect was not restricted to interneurons, but also applied to all the neurons modeled in this work. Stimulation of interneurons was, therefore, more easily achieved when the electric field induced in the tissue was directed along the dendrite–axon axis (PA direction for the neurons depicted in Fig. 1c).

PTNs were always stimulated in the white matter, in the region where they bend after leaving the gray matter. This did not apply to neuron P1, which has no bends. When the electric field induced in the tissue was in the PA direction, the variation of $E_s$ along the neuron (from axon to dendrite) due to the bend was negative, which caused a depolarization of the membrane. Therefore, stimulation occurred with lowest thresholds when the field pointed in this direction. The discontinuity in $E_s$ that occurred at the WM–GM interface tended to induce a polarization that opposed the one induced at the fiber bend. In the case of the AP oriented electric field, the membrane was depolarized at the field discontinuity. However, because the hyperpolarization occurring at the nearby fiber bend had a higher magnitude, stimulation never occurred due to the “discontinuity mechanism”.

The collateral of neuron P1 was stimulated at its axonal termination by a PA-oriented electric field. The action potential generated at the termination propagated antidiromically to the branching node but did not invade the main axon. The lack of propagation past the branching node is attributed to the large difference in fiber diameters, e.g., 6 μm for the collateral and 14 μm or 20 μm for the main axon. For this collateral diameter, propagation was observed only for main axon diameters less than 10 μm. When the electric field was directed along the AP direction, a depolarization occurred at the branching node. However, this was insufficient to stimulate the neuron, even at maximum stimulator output.

The case of association fibers was less straightforward. Due to their complex trajectories, these neurons possessed several sites where large changes in membrane polarization occurred, which lead to a competition among several stimulation mechanisms. Neuron a1 (Fig. 6a) was stimulated at lower thresholds when the electric field was induced in the AP direction. However, stimulation sites depended on the diameter of the neurons. For smaller neurons (diameters between 6 μm and 12 μm) stimulation occurred
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**Fig. 3.** Effective electric field, $E_s$, along t interneurons, for a stimulator’s output of 67 A/μs. The effective electric field in the heterogeneous model is represented by the solid line, while the effective electric field in the homogeneous model is represented by the dashed line. Distance is measured from the axon terminal towards the soma and the dendrite.

**Fig. 4.** Effective electric field, $E_s$, along n interneurons, for a stimulator’s output of 67 A/μs. The effective electric field in the heterogeneous model is represented by the solid line, while the effective electric field in the homogeneous model is represented by the dashed line. Distance is measured from the axon terminal towards the soma and the dendrite.
at the axonal termination in the motor cortex. Larger neurons (14–20 μm) were stimulated more easily at the first fiber bend occurring after the neuron left the somatosensory cortex (arrows 6–7 in Fig. 6a). This shift in activation site was due to the cancellation between the polarizations induced (1) at the fiber termination, in the motor cortex, and (2) at the last fiber bend, which occurs before entering the gray matter (arrows 1–2 in Fig. 6a). Regarding neuron a2, it was also stimulated more easily by an AP directed electric field, which induced charge accumulation at its axonal termination.

3.3. Influence of pulse waveform and current direction on activation thresholds

As stated previously, cortical interneurons, PTNs and the collateral of neuron P1 were stimulated more easily when the electric field, which induced charge accumulation at its axonal termination.

Fig. 5. Effective electric field, $E_s$, along neurons P1–P4 (a–d) for both the homogeneous (dashed line) and heterogeneous models (solid line). The inset in (a) shows the effective electric field along the collateral of the axon of neuron P1. The effective electric field is shown at the time instant when it is maximum (maximum current time derivative of 67 A/μs). The arrows on the graphics indicate the most important features of $E_s$ and the position of the soma (letter “s”). The position along the neuron where these features occur can be seen in the representation of the position of the neurons in the cortex that is shown in each figure.

Fig. 6. Effective electric field, $E_s$, along neurons a1 and a2 (a–b) for both the homogeneous (dashed line) and heterogeneous (solid line) models. The effective electric field is shown at the instant when it is a maximum (maximum time derivative of current of 67 A/μs). The insets show the neurons on their proper position in the cortex. The arrows on the graphics indicate the most important features of $E_s$ (numbers) and the position of the soma (letter “s”). The position along the neuron where these features occur can be seen on the insets.
field was induced in the PA direction. This occurred at different phases of the TMS waveform, depending on its type (monophasic or biphasic) and on the initial direction of the current in the coil. For monophasic PA pulses, stimulation occurred at the first phase of the waveform, whereas for monophasic AP pulses it only occurred in the second phase of the waveform. As the second phase is smaller than the first one, stimulation thresholds were much higher for AP than for PA pulses, by a factor of 2.7–2.8. Stimulation of these neurons with biphasic pulses was more easily attained with AP–PA pulses, at the second phase of the waveform as this was the only phase to induce a PA directed field. Thresholds for stimulation with this waveform type were even lower than thresholds for stimulation with monophasic PA pulses even though the magnitude of the first phase of the monophasic PA pulse is greater than the magnitude of the second phase of the biphasic AP–PA pulse. The ratio between thresholds for AP–PA pulses and for PA pulses varied between 0.7 and 0.9. For biphasic PA–AP pulses, stimulation occurred due to the sum of the depolarizations induced by the first and third phases of the pulse waveform. Contrary to what happened for AP–PA pulses, the thresholds for PA–AP pulses were about 1.1 times higher than those for monophasic PA pulses.

Since association fibers were most easily stimulated by AP directed electric fields, stimulation of these neurons occurred at waveform phases different from the ones where stimulation of the other modeled neurons occurred. Therefore, stimulation of association fibers with the lowest thresholds was always attained with biphasic PA–AP stimulation (at the second phase), followed by monophasic AP stimulation (at the first phase). Thresholds for biphasic AP–PA stimulation (third phase) were somewhat higher, and monophasic PA pulses (second phase) had the highest stimulation thresholds.

Table 1 summarizes the results presented thus far. Neurons not represented in the table (t2, t3 and n1) had very high stimulation thresholds and are not likely to be stimulated at all. The table shows that neuron a2 (for d0 = 20 μm) had the lowest threshold of all neurons in the model, followed closely by the collateral of neuron P1 and by neuron t1 in the gyrus (for d0 = 6 μm in both cases). Neurons P2 and P3 (d0 = 20 μm) had similar stimulation thresholds, but higher than those of a2 and t1 neurons. Stimulation thresholds for neuron P4 were, on average, 18% higher than those for P3 (range: 13–26%). Neuron a1 had a threshold slightly higher than those of P2 and P3 but lower than that of P4. Neurons n2 and n3 both had thresholds higher than those of neuron P4. The diameter of the main axon of P1 had a negligible effect on the stimulation thresholds of the collateral.

### 3.4. Effect of tissue heterogeneity and fiber diameter on activation sites and thresholds

The influence of tissue heterogeneity on activation sites was negligible. However, activation thresholds always increased due

### Table 1

Lowest stimulation thresholds for model PTNs (P2, P3 and P4), cortical interneurons (t1, n2 and n3) and association fibers (a1 and a2) as a function of waveform type. The table also shows the sites and mechanisms of activation and the phase of the waveform at which stimulation occurred.

<table>
<thead>
<tr>
<th>Model neuron (diameter)</th>
<th>Pulse type</th>
<th>Lowest threshold</th>
<th>Stimulation</th>
<th>Phase of waveform</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A/μs</td>
<td>% of MSO</td>
<td>Site</td>
</tr>
<tr>
<td>P2 (20 μm)</td>
<td>Mono PA</td>
<td>97.7</td>
<td>57%</td>
<td>Axonal bend in white matter</td>
</tr>
<tr>
<td></td>
<td>AP</td>
<td>263.1</td>
<td>154%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi AP–PA</td>
<td>73.4</td>
<td>72%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PA–AP</td>
<td>107.3</td>
<td>106%</td>
<td></td>
</tr>
<tr>
<td>P3 (20 μm)</td>
<td>Mono PA</td>
<td>90.9</td>
<td>53%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AP</td>
<td>252.9</td>
<td>148%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi AP–PA</td>
<td>70.7</td>
<td>70%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PA–AP</td>
<td>98.4</td>
<td>97%</td>
<td></td>
</tr>
<tr>
<td>P4 (20 μm)</td>
<td>Mono PA</td>
<td>105.9</td>
<td>62%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AP</td>
<td>291.4</td>
<td>170%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi AP–PA</td>
<td>81.5</td>
<td>80%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PA–AP</td>
<td>114.4</td>
<td>113%</td>
<td></td>
</tr>
<tr>
<td>Collateral of P1 (6 μm collateral, 20 μm main axon)</td>
<td>Mono PA</td>
<td>64.8</td>
<td>38%</td>
<td>Collateral termination</td>
</tr>
<tr>
<td></td>
<td>AP</td>
<td>165.5</td>
<td>97%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi AP–PA</td>
<td>48.2</td>
<td>47%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PA–AP</td>
<td>72.2</td>
<td>71%</td>
<td></td>
</tr>
<tr>
<td>t1 (6 μm)</td>
<td>Mono PA</td>
<td>65.7</td>
<td>38%</td>
<td>Axonal termination (gray matter)</td>
</tr>
<tr>
<td></td>
<td>AP</td>
<td>162.6</td>
<td>95%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi AP–PA</td>
<td>48.0</td>
<td>47%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PA–AP</td>
<td>72.7</td>
<td>72%</td>
<td></td>
</tr>
<tr>
<td>n2 (6 μm)</td>
<td>Mono PA</td>
<td>116.7</td>
<td>68%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AP</td>
<td>289.8</td>
<td>170%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi AP–PA</td>
<td>85.1</td>
<td>84%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PA–AP</td>
<td>127.5</td>
<td>125%</td>
<td></td>
</tr>
<tr>
<td>n3 (6 μm)</td>
<td>Mono PA</td>
<td>127.9</td>
<td>75%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AP</td>
<td>318.1</td>
<td>186%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi AP–PA</td>
<td>93.4</td>
<td>92%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PA–AP</td>
<td>139.7</td>
<td>137%</td>
<td></td>
</tr>
<tr>
<td>a1 (10 μm)</td>
<td>Mono PA</td>
<td>171.7</td>
<td>101%</td>
<td>Axonal termination (gray matter, M1)</td>
</tr>
<tr>
<td></td>
<td>AP</td>
<td>104.8</td>
<td>61%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi AP–PA</td>
<td>106.7</td>
<td>105%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PA–AP</td>
<td>79.1</td>
<td>78%</td>
<td></td>
</tr>
<tr>
<td>a2 (20 μm)</td>
<td>Mono PA</td>
<td>70.2</td>
<td>41%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>AP</td>
<td>40.6</td>
<td>24%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Bi AP–PA</td>
<td>41.6</td>
<td>41%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PA–AP</td>
<td>31.1</td>
<td>31%</td>
<td></td>
</tr>
</tbody>
</table>

* All values above 100% for the Magstim 200 stimulator, and 120% for the Magstim Rapid stimulator are outside the range of values that the stimulator can provide.
* Phase of pulse waveform for which stimulation occurred. Each row corresponds to the pulse types displayed in the second column.
* For all pulse types, except monophasic PA, the threshold for activation at the bend after the fiber leaves the somato-sensory cortex was very similar to this one.
to the presence of these heterogeneities, with the magnitude of this increase varying from neuron to neuron. This was expected, since in this heterogeneous model of the cortex and surrounding tissues, the electric field is reduced inside the cortex and in the white matter, when compared to the field induced in an equivalent homogeneous model (Silva et al., 2008). The magnitude and direction of this effect is determined by the relative electrical conductivity values used for the brain tissues.

Regarding cortical interneurons, thresholds for activation tended to increase proportionally to the decrease of the field along the neuron. For neuron $t_1$, for instance, the ratio between thresholds in the heterogeneous and homogeneous models (1.1) was the same as the ratio between effective electric fields in the two models. This was also the case for neuron $n_3$ (ratio of 1.8), neuron $t_2$ (ratio of 1.1), and there was also a very good agreement between the two ratios for neurons $n_2$ (ratio of 1.3 between thresholds and 1.4 between the electric field).

For the other neuron types, tissue heterogeneities also resulted in increased thresholds. Regarding pyramidal tract neurons the ratio between thresholds was larger for neuron $P_4$ (about 1.9) than for neurons $P_3$ (about 1.7) and $P_2$ (about 1.4). Finally, for association fibers, the thresholds increased more for neuron $a_1$ (ratio of thresholds is about 2) than for neuron $a_2$ (ratios between 1.1 and 1.4).

The influence of fiber diameter on activation sites was also negligible, except for neurons $a_1$ and $a_2$ (see Section 3.2). As expected, the activation threshold was lowest for the largest diameter considered for the fiber, and these are the values reported in Table 1. The threshold for neuron $a_1$ was the only exception due to the discussed shift in stimulation site with fiber diameter. For this neuron, the lowest threshold was obtained for a diameter of 10 μm.

Apart from the two aforementioned stimulation mechanisms, another stimulation mechanism also influenced the activation thresholds. This can be seen by comparing the response of $P$ neurons to homogeneous and heterogeneous effective electric fields. The homogeneous effective field differs from the heterogeneous one essentially by the absence of the field discontinuity (arrow 3 in Fig. 5b–d). However, stimulation thresholds were smaller for the homogeneous model, indicating that the discontinuities in $E$, diminished the effectiveness of stimulation at fiber bends, even though the latter remained the dominant stimulation mechanism. This effect strengthens the importance of modeling tissue heterogeneities, as has been stressed previously by others (Kobayashi et al., 1997; Maccabee et al., 1991; Miranda et al., 2003, 2007; Silva et al., 2008).

The influence of fiber branching in neuronal stimulation was also considered, through the inclusion of one horizontal axon collateral in neuron $P_1$. A change in polarization did occur at the branching node, but with opposite sign and smaller magnitude than the change occurring at the collateral’s termination. The lower excitability of branches compared to terminations is also in agreement with theoretical predictions (Roth, 1994). Increasing the diameter of the axon collateral or decreasing its length would lead to a greater interaction between these two polarizations changes, which could make stimulation at the termination less effective.

### 4. Discussion

#### 4.1. Mechanisms of stimulation and the site of activation

The dominant mechanism leading to neuronal activation and the site where it occurred varied substantially among the modeled neurons. The neurons modeling PTNs ($P$), for instance, were excited in the white matter where they bent (neuron $P_1$ was an exception because it is straight and perpendicular to the coil). Cortical interneurons ($n$, $r$) and axon collaterals, on the other hand, were excited at their axonal terminations provided they were aligned with the main component of the field. Finally, pyramidal association fibers ($a$) were stimulated either at their axonal termination or at some sharp axonal bend. These results highlight the importance of fiber bends and axonal terminations in stimulation of motor cortical neurons, as has been suggested in other studies (Nagarajan et al., 1993; Maccabee et al., 1998). Geometrical factors such as these can create very strong and localized variations of the effective electric field along the neuron, even when the gradient of the field induced by the coil is small.

The overall effectiveness of stimulation at axonal terminations was much greater than that of stimulation at fiber bends, a well-known result from cable theory (Roth, 1994). This was illustrated by the much lower activation thresholds of cortical interneurons as compared to PTNs, even though the diameters of the former (maximum of 6 μm) were much smaller than those of the latter (maximum of 20 μm). Also in agreement with theoretical predictions was the fact that thresholds for stimulation by these mechanisms were proportional to the strength of $E$, along the neuron (Roth, 1994). This was shown by the fact that the ratio between the homogeneous and the heterogeneous effective electric fields along cortical interneurons was equal to the ratio between the activation thresholds for the homogeneous and the heterogeneous models.

### 4.2. Comparison with experimental results

In this model, monophasic PA stimulation of medium caliber cortical interneurons and axon collaterals (6 μm diameter), located at the top of the gyrus and parallel to the WM–GM interface, was achieved at 65.7 A/μs and 64.9 A/μs, respectively. These values lie within the range of experimental values reported in the literature for I-wave generation: 43.5–67.1 A/μs (Di Lazzaro et al., 1998, 2001a; Kammer et al., 2001). These thresholds are lower than those obtained here for stimulation of large PTNs located near the lip of the gyrus, for which the minimum threshold, 90.9 A/μs, lies in the range of values reported in the literature for D-wave generation: 82.1–91.2 A/μs (Di Lazzaro et al., 1998, 2004). Analyzing these thresholds in terms of an average resting motor threshold (RMT), 67 A/μs according to (Kammer et al., 2001), we see that interneurons and axon collaterals could be stimulated at RMT, while stimulation of PTNs could not be achieved below 134% RMT (neuron $P_3$). Neuron $P_4$ could only be stimulated at 158% RMT. Therefore, at RMT, no PTN could be stimulated, but at 150% RMT stimulation of PTNs could be achieved possibly up to a depth of 8 mm from the cortical surface (neuron $P_4$), or 2.8 cm from the scalp, in our model, but no further than that.

These results are in better agreement with experimental data than our previous modeling study (Silva et al., 2008), which predicted direct stimulation of large caliber PTNs under a monophasic PA stimulus at RMT, although in that case a different model for the neuronal membrane was assumed (Basser and Roth, 1991).

Still under PA monophasic stimulation, neuron $a_2$ could be stimulated at thresholds close to the ones obtained for cortical interneurons: 70.2 A/μs (about 41.1% of MSO) for $d_0 = 20$ μm. Again, this is close to the threshold range for I-wave generation reported experimentally. However, given that these neurons do not project as far as PTNs do, it seems unlikely that they have such large diameters (Manola et al., 2007). If we considered smaller diameters, the thresholds would increase to values between those of cortical interneurons and PTNs.

Regarding monophasic AP stimulation, our results indicated that cortical interneurons modeled in this work could not be stimulated at thresholds achievable with TMS devices used today. This was a direct consequence of (i) the specific orientation chosen for
mer et al., 2001). Neuron stimulation thresholds somewhat higher than those observed experimentally may tell us something about the initial steps involved in the generation of these waves. It is possible that stimulation of both inter-neurons and axon collaterals of PTNs could contribute to the generation of I-waves, since both are recruited at RMT and since it is likely that both excitatory and inhibitory input is necessary to generate I-waves (Esser et al., 2005). In particular, stimulation of PTN axon collaterals alone is not sufficient to generate I-waves (Patton and Amassian, 1954). Local connections between PTNs are provided both by PTN axon collaterals and interneurons (Somogyi et al., 1998). Given that PTNs are excitatory cells and that the majority of interneurons are inhibitory (Markram et al., 1997), stimulation of the synaptic terminals of the axon collaterals of PTNs could elicit the excitatory drive needed to generate the I-waves, whereas stimulation of interneurons could elicit the inhibitory drive. Smaller pyramidal cells are unlikely to be stimulated at threshold. Furthermore, the fact that in our model the action potential elicited at the termination of the axon collateral always failed to invade the main axon of the PTN might also explain why stimulation of these axon collaterals is possible without eliciting a D-wave. Antidromic propagation in branched axons has been described in the context of deep brain stimulation (Grill et al., 2008), but the range of axon diameters modeled were quite different from those of PTNs.

4.3. Generation of D and I-waves

D-waves are attributed to the direct stimulation of the axons of PTNs. According to our model these might be large PTNs located near the lip of the gyrus. I-waves, on the other hand, result from a complex interaction between cortical cells of different types (Ziemann and Rothwell, 2000; Esser et al., 2005). Even though the present study concerns only single cell stimulation, the results may tell us something about the initial steps involved in the generation of these waves. It is possible that stimulation of both interneurons and axon collaterals of PTNs could contribute to the generation of I-waves, since both are recruited at RMT and since it is likely that both excitatory and inhibitory input is necessary to generate I-waves (Esser et al., 2005). In particular, stimulation of PTN axon collaterals alone is not sufficient to generate I-waves (Patton and Amassian, 1954). Local connections between PTNs are provided both by PTN axon collaterals and interneurons (Somogyi et al., 1998). Given that PTNs are excitatory cells and that the majority of interneurons are inhibitory (Markram et al., 1997), stimulation of the synaptic terminals of the axon collaterals of PTNs could elicit the excitatory drive needed to generate the I-waves, whereas stimulation of interneurons could elicit the inhibitory drive. Smaller pyramidal cells are unlikely to be stimulated at threshold. Furthermore, the fact that in our model the action potential elicited at the termination of the axon collateral always failed to invade the main axon of the PTN might also explain why stimulation of these axon collaterals is possible without eliciting a D-wave. Antidromic propagation in branched axons has been described in the context of deep brain stimulation (Grill et al., 2008), but the range of axon diameters modeled were quite different from those of PTNs.

4.4. Model limitations and future work

One of the main limitations of this work is that accurate mathematical models describing the active membrane properties of cortical neurons are still unavailable. The model used in this work is based on data obtained from human myelinated sensory fibers (Wesselinik et al., 1999), which may not be appropriate to describe the three kinds of neurons modeled in this work. Additionally, data regarding the diameters of the fibers modeled here are still lacking, except for pyramidal tract neurons (Lassek, 1940). These two factors may significantly affect the stimulation thresholds reported here.

Another important limitation lies in the approximate geometry of the central sulcus modeled in this work. In fact, it has been shown that the hand–area of the motor cortex has a “hook” shape when viewed in a parasagittal plane (Yousry et al., 1997), unlike the straight vertical wall modeled here. Despite this, our model is a good approximation of the upper part of the central sulcus, close to the lip of the gyrus, where the majority of the TMS-recruited neurons are thought to be. For deeper parts the model fails, but neurons there are less affected by the field induced by TMS. On the other hand, the characteristic “hook” shape of the sulcus affects the paths taken by the axons of PTNs. This may cause the axonal
bends to be less sharp, and consequently a lower depolarization to be elicited there. In this case, PTNs could be stimulated by a mechanism other than the axonal bend, such as the field discontinuity at the WM/GM interface. Therefore, the exact mechanism activating a PTN will depend on the specific combination of all these factors. The simplified geometry of this sulcus model also prevents it from being used to study LM stimulation. The latter form of stimulation has been shown to yield results significantly different from those of either AP or PA stimulation (Di Lazzaro et al., 2001a), which is probably due to the Ω shape of the hand-area of the motor cortex when viewed in an axial plane (Yousry et al., 1997). As this shape was not modeled in the present work, the results of LM stimulation cannot be inferred from the current ones.

The fact that the present model does not account for the Ω shape should, however, have a limited effect on the results obtained for PA/AP stimulation. This is strengthened by the work of Herbsman et al. (2009), which shows the absence of correlation between the motor threshold and the component of the diffusion tensor along the LM direction under an AP monophasic pulse between the motor threshold and the component of the diffusion tensor along the LM direction under an AP monophasic pulse (Herbsman et al., 2009). This suggests that mainly the neurons present in the part of the hand knob perpendicular to the AP electric field were being recruited. In other words, for AP or PA stimulation, our model contains the relevant region of the hand knob, which is the section perpendicular to the electric field. However, the existence of an Ω-shaped knob in a real brain would affect the electric field magnitude and hence the estimated threshold values.

Also, it is known that background cortical activity changes the cortical excitability and the individual stimulation thresholds (Matthews, 1999), and our model does not contemplate that. It should also be stressed that the findings reported in this work refer to single pulse TMS and should not be extrapolated to studies involving repetitive stimulation of the motor cortex. The TMS of the motor cortex has been shown to lead to a spread of the activation to muscles far from the target area, and to influence cortical excitability (Terao and Ugawa, 2002; Di Lazzaro et al., 2008). These effects depend most likely on the effects of rTMS on synapses between cortical neurons (Di Lazzaro et al., 2008) and, therefore, cannot be accounted for in the present model. For the same reason, results obtained with paired-pulse paradigms (Di Lazzaro et al., 2008) are also outside the scope of this work.

Given the limitations pointed out above, and despite the good agreement between the modeling results and the experimental data, the conclusions outlined in this discussion should be confirmed using more accurate models. An important improvement would be to use high-resolution human head models that include a detailed 3D description of the geometry of the cortical sheet (e.g. Chen and Mogul, 2009). This would increase the accuracy of the calculation of the electric field and would help to describe in a more realistic way the trajectory of the neuron in the field. Additionally, a more accurate representation of the neuronal geometry that includes the main features of the axonal arborization would, in conjunction with better data for the electrophysiological properties of the neurons, lead to better estimates of the changes in membrane potential. Finally, the model could be improved by including simulations of synaptic connections between the several neurons represented. That would allow us not only to investigate the mechanisms that determine stimulation of an individual neuron, but also to predict the response due to synaptic interactions between neurons in the network.

5. Concluding remarks

In this work the electric field induced by a figure-eight coil along neurons embedded in an idealized model of the human motor cortex was calculated. The response of the neurons following a TMS stimulus was predicted by taking into account the spatial and temporal variations of the electric field induced by the coil, the effects of tissue heterogeneities, and the influence of the neuron’s position, orientation and geometry. This model allowed us to predict the influence of these factors on the recruitment order of neurons in the motor cortex, on their activation thresholds, and on the activation site. Despite some limitations inherent to this model, most of its predictions are consistent with experimental results and offer some insights into the possible origin of the responses elicited by TMS of the motor cortex.
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